
Chapter 22
Tracking, evaluating and evidencing impact

How do you know if your research actually made a difference? If 
you think you made a difference, can you prove it?
In this penultimate chapter, I want to consider how you can track 
and evidence the impacts that the rest of this book is designed to 
help you generate. First, I want to tackle the challenge of motivating 
yourself to keep track of your impacts as they arise. This can make 
your life much easier when you are asked by research funders and 
others to report on the impact of your work, but the time involved 
puts most researchers off. I have developed an approach that takes 
me less than a second to log impacts in a place where I can find 
them later. In the next section I explain my approach, but I want to 
encourage you to find your own approach.

Tracking research impacts efficiently as you go
Many universities now have online systems on which they ask 
researchers to log impacts. Although these systems are powerful, 
and increasingly essential for managing the assessment of impact 
across large institutions, the majority of academics do not regularly 
engage with them.

As a researcher myself, I understand the challenge. I told my 
research funders about my impacts last week via their annual 
request to input data to their online system. The week before, one 
of my funders contacted me to write an article about my impact 
for their magazine. Every couple of months I have an informal call 
with another of my funders and tell them about the impacts of the 
project they are funding. Every quarter I have to write a report on 
my research impact for the programme that funds my Chair position. 
I’m drafting an impact case study for the next Research Excellence 
Framework. On top of this, my university also expects me to log my 
impacts in its research management system (it is on my to-do list).

I suspect that I am victim of my own success, as few of my 
colleagues have to report impact as much as I do. However, 
most researchers I know agree that the administrative burden of 



reporting impact is rapidly ballooning.

This is a problem for two reasons. First, evidencing impact is 
important for universities’ reputations and bottom lines. Based on an 
analysis of the UK’s Research Excellence Framework in 2014 (that 
I published in the Fast Track Impact magazine with Simon Kerridge 
from the University of Kent), a top-scoring impact case study was 
worth £324,000 on average over seven years, and it will be worth 
more in the next assessment in 2021. Second, few researchers 
keep records of their impacts as they occur, and so tend to rely on 
memory when they report impacts (usually in a rush, just before the 
deadline). This means reporting is often incomplete and lacking 
detail, leading to missed opportunities to deepen or properly 
evidence impact.

For me, this is a problem of hearts and minds. Most researchers’ 
hearts aren’t in impact reporting. They would prefer to be 
generating impact rather than entering it into an online system that 
they’ve forgotten how to access or navigate. Even if your heart is 
in it (as mine is), the repeated requests to input different impacts to 
different people in different ways are likely to become increasingly 
frustrating.

What we need is a culture of tracking impacts as we go, and the 
only way we can create this culture is by going for both hearts and 
minds. For me, the easiest way to get to the heart of impact tracking 
is to link it to your impact goals. I use my Fast Track Impact Tracking 
Template (Table 3) to get researchers to visualise their impact goals 
(working back if necessary from the people who are interested 
in their work and why they are likely to be interested). It can be 
motivational to visualise the impacts your research might have, 
imagining yourself years from now, looking at what has changed 
because of your work.

However, I tell my colleagues that there is no point in visualising 
their future impact if they have no way of telling whether or not they 
are moving towards or away from it. By looking around themselves, 
in their mind’s eye, they can start identifying the specific things 
that have changed, that tell them they have reached the impact 
they set out to achieve. Now, rather than just waiting for evidence 
to appear, they are looking for specific things, and measuring 
them on a regular basis to check if their impacts are on track. If 
they are off track, they are empowered to change their pathway to 



impact in ways that are likely to get them back on course. Impact 
tracking now has a purpose. It isn’t just filling in forms to keep some 
nameless bean counter happy. It is actually increasing the likelihood 
that they achieve the impacts they want to see. From this place of 
inspiration and empowerment, I’m motivated to track my impacts. 
We’ve got to the heart of the matter.

The mind is more of a challenge. What we need is a way of tracking 
impacts that is as effortless and painless as possible. Different 
people will look for different things. For me, I want to be able to 
track my impacts on the go, inputting things to my smart phone, 
whether or not I’ve got an internet connection, without having to 
learn a new web interface or having to remember a new username 
and password. Ideally, I want to be able to record things as I 
stumble across them, online or in my inbox, without leaving my 
internet browser or email programme. Each researcher needs 
to create their own system that will meet their needs, so they 
can effortlessly keep track of impacts on a day-to-day basis. Not 
everything they record will necessarily be worth reporting, but 
when asked to report impacts, they will have a wealth of material 
to sift through, and be much more likely to provide detailed and 
comprehensive information. This is not about replacing institutional 
repositories. It is about finding ways to collate material easily as 
you go, so it is easier to input to your institutional repository (or 
whatever form you are asked to report impact in) when that time 
comes round.

So what are the options? A lot of my colleagues just use their 
email, putting things related to impact in a folder, filing leads, and 
emailing notes to themselves to store for safe-keeping. One person 
I met prints out anything related to his impact and puts it in a ring 
binder. Others I know are exploring OneDrive. There is no single 
right answer. We encourage researchers to come up with their own 
solution so that impact reporting becomes quicker and it is easier to 
provide high-quality information.

I have developed a system for researchers to keep track of their 
impacts on a day-to-day basis, prior to submitting them to funders 
and institutional repositories, using the productivity app, Evernote. 
Using this system, I collect evidence on the go in three simple 
steps:



1. Sign up for a paid Evernote account (£30 a year at the time of 
writing) — only one member needs to do this, the rest of your 
team can use the free version of the app or website, or just email 
impacts into your Evernote account.

2. Start a new notebook, share the notebook with your team if they 
want to record impacts directly into the notebook in their own 
Evernote app (and anyone else who would like to have access 
to your impacts e.g. an administrator who is helping you input 
evidence to an institutional repository).

3. Give your team your unique Evernote email address to send in 
notes, photos, recordings, documents, clipped web pages and 
other evidence of impact to be collated in your shared notebook.

Now I have relevant material quickly to hand when I need to report 
it to funders or my university. My team members don’t need to 
remember a new log-in or learn any new skills; if they can send an 
email, they can keep track of their impacts (no excuses!). They don’t 
have to download the app, visit a website or even be online unless 
they want to. For my most recent project, I’ve made a link on the 
project website that brings up an email addressed to my Evernote 
address automatically with a subject line that will deliver their email 
directly to the notebook for that project (I’m using Evernote to track 
impact for multiple projects). Evernote is GDPR compliant but as a 
US-based cloud computing service I am not covered by EU data 
protection legislation if there is a data breach, so I make sure I don’t 
store personal or confidential data about research participants or 
anything I have contractually agreed to keep confidential.

We need simple, quick and easy ways of tracking impacts on a 
day- to-day basis that fit with our busy, often mobile lives (the ‘mind’ 
part). We also need to appeal to the heart of the impact agenda — 
creating benefits for others — and consider how evidencing impact 
on a regular basis can actually lead to bigger and better impacts. 
Impact tracking needs to come from the heart and the mind if it is to 
happen regularly and effectively.

If you want to find out more about my impact tracking system for 
Evernote, visit www.fasttrackimpact.com/evernote.

If you start collecting evidence of impact as you go, evaluating 
impact will become a lot easier. In the next section, I want to explain 
how to design an impact evaluation.



What is research impact evaluation?
Research impact evaluation refers to the process of analysing, 
monitoring and managing the intended and unintended 
consequences, both positive and negative, of research. Evaluation 
typically seeks to identify causal links between:

1. The generation of new knowledge through research (or its co- 
generation with publics or stakeholders);

2. Knowledge exchange activities (via passive dissemination or 
public/stakeholder engagement); and

3. Impacts, including indirect and unforeseen benefits as well as 
negative outcomes.

Evaluation may provide direct, sole attribution of impact to research, 
but more often than not, attribution is indirect and/or partial. As 
a result, the goal of most evaluations of research impact is to 
assess the extent to which research made a significant contribution 
towards an impact.

In this chapter, I distinguish between evaluating and evidencing 
impact, although the two activities typically go hand-in-hand. 
Evaluation is the process of assessing the significance and reach 
of impacts and the extent to which they are caused by research. 
Evaluation findings that are independent, robust and available for 
the public to scrutinise can be used as evidence to demonstrate the 
benefits to society arising from research.

Why evaluate or evidence impact?
Many researchers are content to engage with the public and 
stakeholders without asking whether the time they spent actually 
made a difference. They engage with publics and stakeholders 
because it is the right thing to do, not to get credit for their work, 
and so there is no need to evaluate or evidence whether or not 
they helped. But what if it turns out that they made no impact at 
all and were wasting their time? What if, in fact, they made things 
worse? If they knew their efforts were failing, they might be able to 
learn from their mistakes and do better work in future. They might 
even be able to help fix some of the problems they inadvertently 
exacerbated.



Whether or not we want or need to report the impact of our 
research, evaluating our impact can help us engage better with 
publics and stakeholders, and generate impacts that have greater 
meaning and value. Evaluation enables us to better understand the 
interests and priorities of different publics and stakeholders, so we 
can better meet their needs and provide them with opportunities 
that they find meaningful, enriching and valuable.

Knowing what works (and what doesn’t) can help us choose 
methods and activities that will engage people more effectively with 
our research, wasting less time and generating more impacts from 
the time we do invest. Evaluating our approach to impact can help 
us anticipate challenges and avoid using methods that are unlikely 
to work or that might lead to unintended negative consequences. 
When things don’t go according to plan, our evaluation can give us 
ideas about how to get things back on track or do things better the 
next time. Whether to funders, the media or our friends and family, 
evaluating our impact can enable us to communicate the value of 
research to wider audiences.

What should I evaluate?
Research impacts are typically evaluated against two key criteria: 
significance and reach. According to the Higher Education Funding 
Council for England:

•  Significance of your impact is the extent to which the research 
has “enriched, influenced, informed or changed policies, 
practices, products, opportunities or perceptions of individuals, 
communities or organisations”; and

•  Reach is “the extent and diversity of the communities, 
environments, individuals, organisations or any other 
beneficiaries that may have been impacted by the research”.

Note that reach is not just considered in terms of numbers of people 
reached or geographical reach, but can be considered in more 
nuanced forms, such as the diversity of organisations benefiting.

Significance and reach need to be framed and argued for, as well 
as evidenced. What might appear to be an insignificant impact 
with limited reach may be argued to be highly significant and far- 
reaching in a given context. If you are able to argue that there is a 
sub-national need that is unique to and clearly evidenced at that 



scale, and you fully addressed that need at the scale of the relevant 
region, you may be able to argue that your impact was significant 
and far-reaching. On the other hand, if you were to frame the same 
impact as an international problem affecting every country in the 
world, but you only solved it for that one region, you may well 
undermine your argument for a significant and far-reaching impact. 
I will revisit considerations around narrative and framing later in the 
chapter in relation to communicating evaluation findings as case 
studies.
In addition to assessing the significance and reach of your impact, 
for an evaluation to provide formative feedback to enhance your 
practice, it is also useful to evaluate the process you follow to reach 
impacts:

•  Evaluate the design of your pathway to impact: it is often 
possible to identify a flawed pathway to impact in advance, if you 
stop and reflect on the design of your pathway. I once designed 
a flawed pathway to impact, which included a smartphone app, 
but with no marketing budget (the app sank without trace among 
the thousands of apps uploaded to app stores every day). With 
hindsight, the flaw in my plan is obvious, and I can’t help but 
wonder if I might have spotted this had I taken this step, and 
evaluated my design more rigorously at the outset. One way to 
do this is to consider the extent to which: i) the design follows 
known good practice principles; ii) it is adapted to your particular 
context; and iii) it is underpinned by sound ethics. For example, a 
well-designed public engagement process should typically:

o  Identify publics and stakeholders systematically
o  Understand and manage the expectations of these groups o 

Deliver tangible benefits that will be valued by each group in 
ways that are sensitive to their social and cultural context

o  Identify risks and assumptions and be prepared to adapt to 
changing circumstances

o  Engage experienced personnel who can manage events, 
facilitate workshops and organise engagement effectively

•  Evaluate the delivery of activities along your pathway to 
impact, and their immediate outcomes. Refer back to the activity 
indicators you identified in your impact planning template (Step 
2, Chapter 10) and choose appropriate methods to track each 
indicator. This should quickly tell you if you are getting the 
outcomes you expect, and if not, you will have time to correct 
your course, and stay on track for impact.

•  Evaluate the impacts of your research: evaluations that focus  



only on the delivery of activities along a pathway to impact (e.g. 
communication reach) and the immediate outputs of engagement 
(e.g. evaluation of an event) often fail to articulate the broader, 
deeper and longer-term benefits of research. Typically, this task 
focuses on evaluating the significance and reach of the impact.

How to do an impact evaluation
To conduct an evaluation of your impact, you need to:

1. Know what impacts you are looking for
2. Select an evaluation design to establish the significance of the 

impact
3. Determine the reach of the impact
4. Communicate the findings of your evaluation as evidence of  

impact

The order of these steps is important. Attempts to communicate the 
impact of research that are not underpinned by rigorous evaluation 
may unravel under closer scrutiny. An evaluation may be designed 
to assess whether a project met its original impact goals and miss 
much more significant impacts that arose opportunistically during 
the research process. An impact that is shown to have global reach 
that isn’t significantly valued by anyone could be argued to not 
really be an impact. Instead, be clear on what it is you are looking 
for, and design your evaluation to determine whether or not there 
were significant impacts that you can clearly establish were linked 
to the research. Only at that stage is there any point in investigating 
the reach and communicating your findings as impact.

1. Know what impacts you are looking for

These may have been identified at the start of the research, or may 
have arisen more opportunistically during the research process. 
Either way, clearly articulate the impacts you want to evaluate. 
You may wish to frame this as a testable goal (e.g. the research 
made a significant contribution towards impact), question (e.g. to 
what extent did the research contribute towards impact?) or null 
hypothesis (e.g. that the research made no discernible contribution 
to impact). To ensure you have holistically identified all relevant 
impacts, you may want to revisit the list of different impact types in 
Chapter 2 to consider if there are any missing types of impact you 
might want to evaluate.



2. Select an evaluation design to establish the significance of the 
impact

The next step is to determine whether or not (or to what extent) the 
research contributed towards significant effects or impacts. It is not 
enough to demonstrate that impacts occurred. It is essential to be 
able to prove beyond reasonable doubt that the impacts came about 
as a result of the research. To do this, evaluations typically seek 
to identify causal links between the generation of new knowledge 
through research (or its co-generation with publics or stakeholders), 
knowledge exchange activities (via passive dissemination or public/
stakeholder engagement) and impacts, including indirect and 
unforeseen benefits as well as negative outcomes.

To do this, guidance from the realms of evidence-based policy and 
research-informed international development typically follows a 
hierarchy of methods, based implicitly on their accuracy and lack 
of bias. Randomised controlled trials sit at the top of this hierarchy, 
followed by quasi-experiments, mixed methods and qualitative 
methods. Implicit in this hierarchy is the idea that quantitative 
measures are superior to qualitative approaches, and the task of 
evaluation is to identify and evidence the sole cause of any given 
effect, where the cause is an intervention based on research and the 
effect is the impact.

However, it is increasingly clear that the relationship between 
research and impact is far more indirect, non-linear and complex 
than these evaluation frameworks allow. Demonstrating cause 
and effect can be tricky in the real world. There are always many 
other factors that may have been responsible for the impacts you 
would like to be able to claim as your own. Many of the benefits 
that accrue from research take years to materialise. Impacts may 
become evident long after project funding has ended, making it 
difficult to find the staff time or funding to evaluate impact properly. 
Some impacts appear self-evident and can be evidenced with data 
collected and published by others. Other impacts are difficult to 
define or measure, and require a research project of their own to 
evidence credibly.

I have therefore identified eight different types of evaluation design 
that can be used to establish cause and effect in different ways 
(Table 6). Broadly speaking, research impact evaluation methods can 
be characterised along three continua:



•  Asummative focus on evidencing and claiming impacts and being 
accountable (sometimes referred to as external evaluation), versus 
a formative focus on learning, adaptation and taking epistemic 
responsibility for the generation of impact (internal evaluation)

•  Sole attribution versus significant contribution: tracing pathways to 
impact and assessing the significance of the contribution

•  Ex-ante efficacy assessments of what in theory will work, including 
anticipation of the impacts to be generated, versus ex-post 
effectiveness assessment of what works in practice

Each type of impact evaluation in Table 6 is located in a different 
place along the three continua described above. They each take 
a different approach to establishing cause and effect (between 
research and impact), and give rise to different forms of evidence. 
Many of the methods can be used to monitor impacts as they arise 
as well as evaluating impacts after the event.

Select an evaluation design based on the sorts of data you think you 
will be able to obtain, and the types of impact you want to evaluate. 
It is possible to use more than one evaluation design in a mixed 
methods approach to impact evaluation, e.g. case-based evaluations 
typically integrate a number of methods as part of an overarching 
narrative (more on this approach later in the chapter).

Evaluation may provide direct, sole attribution of impact to research 
(e.g. via an experimental or statistical evaluation design). However, 
more often than not, attribution is indirect and/or partial, requiring 
more nuanced approaches to evaluation, such as contribution and 
pathway analysis, evidence synthesis, or participatory and arts- 
based methods (Table 6). As a result, the goal of most evaluations 
of research impact is to assess the extent to which research made a 
significant contribution towards an impact.

Justifying the significance of the contribution may be done via 
statistical inference of a proportion of impacts that can be attributed 
to the research (e.g. impacts above a baseline after publication of 
the research). Depending on the type of impact you have generated, 
this sort of evaluation can be particularly useful for assessing indirect 
impacts (e.g. where the research stimulates other activities that 
ultimately lead to the impact) and cumulative impacts (e.g. where the 
impact of the research is dependent upon other impacts that occur 
in parallel based on other sources of evidence).



However, it is often more feasible and appropriate to build a more 
multi-faceted argument about the extent to which the contribution 
can be argued to have particular value or meaning in a specific 
context (e.g. closing a small legal loophole that was costing 
taxpayers millions or contributing towards the design of a specific 
policy mechanism within a new directive that led to substantial 
benefits), supported by multiple forms of evidence including 
testimonials. For example, for an indirect impact, a researcher may 
be able to trace a pathway from the impact to their research via 
multiple causal links in a chain of events all the way back to the 
research. If the first causal link from the research to the rest of the 
chain can be demonstrated to be directly linked to the research 
and each of the subsequent links can be shown to be dependent 
on that first causal link, then a robust argument can be made that 
the research made a significant contribution towards the ultimate 
impacts.

I have provided examples of methods you may want to research 
and try out for each of the eight different types of evaluation. These 
include a mix of qualitative and quantitative methods. There is 
no single right approach, and many researchers adapt methods 
from their own disciplinary toolkit to evaluate impact, or stick with 
types of method (e.g. qualitative or quantitative) that they feel most 
comfortable with. In addition to feeling comfortable with the methods 
you select to as part of your evaluation design, it is important 
that they are suitable for assessing the types of impact you are 
evaluating. Play ‘devil’s advocate’ and ask yourself what you would 
need to do to convince someone who does not believe that your 
work has led to any sort of impact. In some cases, to be convincing 
you will need quantitative evidence, for example, an increase in 
visitor numbers and museum revenues after the installation of a new 
exhibit based on your research. In other cases, qualitative evidence 
will be more convincing and appropriate, for example, illustrative 
quotes describing how engagement transformed people’s attitudes 
towards an issue or group of people.

3. Choose methods for determining the reach of the impact

The reach of an impact typically extends in two ways:



•  Impacts may ‘scaleout’ if they spread from one individual or 
community to another, for example, as people pass evidence to 
colleagues or adopt a new research-based innovation.

•  Scaling-up happens when an impact reaches a higher institutional 
or governance level (e.g. from a delivery agency to a government 
department), or a wider spatial scale (e.g. widening the reach of 
an impact from a farm to catchment level).

Evaluation methods need to be adapted to the type of scaling 
process through which reach occurs. For example, I recently 
assessed institutional scaling-out via a combination of quantitative 
Social Network Analysis of research findings as they were passed 
from person to person through policy and practice networks, 
combined with qualitative interviews to understand what was passed 
to whom, how and why. For another impact evaluation, I wanted 
to understand how my research was scaling up from local pilot 
projects to a national scheme, and so set up a registry that all new 
initiatives based on my research had to join, to track the impacts 
they achieved. For many impacts that scale up geographically, there 
will be third parties collecting data (e.g. public statistics) that can be 
used to infer reach. Sometimes you have to collect this data yourself. 
For example, I designed an impact evaluation for a colleague who 
wanted to be able to demonstrate that his research on the health 
benefits of organic food was influencing purchasing decisions 
across Europe, and we had to commission a large-scale survey of 
consumers in two countries before and after publication of his work 
to be able to infer cause and effect, before then being able to use 
European data that showed a spike in the consumption of organic 
products after the publication of his research. In Part 4, I have 
described how you can design an evaluation to find out how your 
work might be being used by policy-makers around the world.

4. Collect and analyse evaluation data

You don’t have to wait till the end of your research to start collecting 
evaluation data. While you’re still on your pathway to impact, 
engaging with publics and stakeholders, start collecting data to 
look for specific planned impact milestones. Build opportunities for 
longitudinal evaluation into your work, for example, incentivising 
participants to provide you with their email addresses (e.g. via a 
prize draw or joining a mailing list that provides additional free 
benefits or opportunities), so you have the opportunity to re-engage 
people to deepen and broaden your impact, and follow-up with 
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surveys or interviews later to find out if longer-term impacts have 
arisen from your work.

There are often important opportunities for formative feedback if 
you evaluate impacts during the research cycle (see ‘what should 
I evaluate’ above). The types of evaluation and methods that are 
identified in Table 6 are designed for assessing progress towards 
pre-identified impacts. You can expand the range of impacts you are 
evaluating, if you think the original impact goals were too narrow. 
However, it is important to also collect data opportunistically as 
impacts arise that you are not expecting. To do this you will need 
some sort of system for storing material you think might be relevant 
later, quickly and easily (see the next section).

Finally, it is important to keep some perspective and bear in mind 
that not all impacts require the same level of evidence. For highly 
controversial, multi-factorial, contested or high-profile impacts, 
such as a new drug discovery or genetically modified crop that 
increases yields whilst reducing pesticide and fertiliser use, you 
might be expected to supply a heavy burden of proof. For more 
obvious impacts where there is a clear theory of change leading to 
an apparent impact, a lighter burden of proof may be appropriate. 
For example, if providing mains water to a village reduces the 
amount of time households spend collecting water, the only 
plausible explanation is the improved proximity of water. Similarly, 
the introduction of hand-washing in hospitals was based on a 
dramatic reduction in maternal mortality observed in a hospital in 
Vienna in the 1840s, despite the fact that the germ theory of disease 
had not yet been proposed and so there was no way of proving 
cause and effect. In some cases, simply being able to triangulate 
more than one source of evidence, even if that is only based on a 
strong testimonial, may be all that is necessary to attribute impact 
to research convincingly. If you are not sure whether you have done 
enough to demonstrate your impact, get a second and third opinion, 
and test how well your arguments stand up to scrutiny.



Table 6: Types of research impact evaluation with examples of commonly used methods, defining characteristics, approach to es-
tablishing cause and effect (between research and non-academic impact) and examples of the sorts of evidence they give rise to

















Communicating your evaluation as evidence of 
impact
In some cases, you will be able to use your evaluation findings 
directly to evidence your impact, for example if you conducted a 
randomised control trial, or if you are able to submit raw data as 
evidence. However, it is often necessary to take an additional step 
to analyse and publish evaluation findings in a way that makes 
them publicly available, and which you can then cite as evidence 
to support impact claims. You may have conducted an impact 
evaluation survey, and as a result, you may now know that your 
research has had an impact. However, it may not be reasonable 
to expect others to take this on trust, if the evidence is a pile of 
completed questionnaires sitting on your desk. By analysing and 
publishing your findings, you turn your evaluation into evidence.

Depending on how controversial or important your findings are, to 
be believable, you may need to consider how you publish them. For 
example, publishing your evaluation findings as a blog or on your 
own website may be an acceptable way of opening your evaluation 
findings to public scrutiny for a small project that is not making 
particularly controversial or significant claims to impact. However, 
for a large project that is making controversial or significant impact 
claims, it is not unreasonable to expect a more detailed report to 
be published more formally. For example, you might publish your 
findings as a report co-branded by your institution and project 
partners, an independent report written by a consultant and 
published by your project partners, or as a peer-reviewed article. I 
have written in greater length about these options in Part 4, “Writing 
up an impact evaluation as a research article”.

A case study is an effective way of communicating the wide range 
of impacts possible from research, using a diversity of evaluation 
methods. The world’s largest database of research impact case 
studies was published in 2014, containing over 7000 cases (http://
impact.ref.ac.uk). For UK readers, I have provided a guide to writing 
a top-scoring case study for the Research Excellence Framework in 
my guide in Part 4 of this book. In summary, based on my analysis of 
high- and low-scoring case studies from the 2014 database, impacts 
in top-scoring case studies were:

•  Significant;
•  Far-reaching;
•  Clearly articulated;



•  Convincingly evidenced; and
•  Focused on the benefits rather than the pathways to impact.

Creating an impact case study is partly about having high-quality 
evidence to corroborate your claims of significance and reach. 
However, it is also partly about the narrative you create, as the 
following examples illustrate.

‘Turner’s Yorkshire’ is an example of impact arising from research in 
fine art. Professor David Hill from the University of Leeds published 
extensively on Turner’s work, highlighting Yorkshire as a landscape 
of international significance. His fieldwork tracked the artist’s travels 
through the county, locating, examining and photographing his 
viewpoints as they survive today. A tourist promotion, ‘Discover 
Turner’s Yorkshire’, gave this work much wider public impact, with 
published and online materials, such as the Turner Trails website 
(with walking routes and audio guides) raising public awareness of 
the significance of the county to the artist (Figure 20). This increased 
tourism and brought economic and social benefits, which the 
researchers quantified as far as possible in their case study.

Figure 20: Screenshot from the Turner Trails website



What interests me about this as an example of an impact case study 
is the comprehensive and innovative use of evidence:

•  100,000 page views, 10,000 downloads
•  Estimated 1.25 million visitors saw interpretation boards
•  Visitors to Turner Trails spent on average £199 per head per trip
•  Over 50% of local tourism businesses thought the project had a 

positive effect on business
•  Extensive media coverage equating to £600,000 in total 

Advertising Value Equivalency (note: this measure is not viewed 
as being credible nowadays)

Cardiff University’s DECIPHer-Assist project claims to be the UK’s 
most effective school-based smoking prevention programme. Peer- 
nominated students aged 12–13 were taught how to intervene as 
‘peer supporters’ with their Year 8 peers in everyday situations 
to discourage them from smoking. The impact of this education 
research was given the highest possible grade in the UK’s Research 
Excellence Framework. Evidence of the impact included:

•  Over 60,000 students have taken part since 2010
•  Cited as good practice in policy documents
•  Cardiff research suggests 1,650 young people will not go onto 

take up smoking as a result
•  Treatment of lung cancer in England costs £261M per year. If 

implemented throughout the UK, DECIPHer-Assist would prevent 
20,000 young people taking up smoking each year

•  Award-winning company setup to licence the programme

A University of York sociology project called ‘Advising the advisers’ 
helped improve the conduct of adviser-claimant interviews in 
Jobcentres. This impact was also awarded the highest possible 
grade for its significance and reach. Policy-makers learned about 
evidence via working papers and presentations, and changes 
in policy resulted from the work, including new procedures and 
compulsory training for advisers. This impact was evidenced using 
testimonials from those who had benefited from the work, such as 
this one, from a senior civil servant:

“This research has had impacts in immediate and potentially 
long- term performance gains. We are now using the results of this 
research to develop and test [an evidence-based] adviser training 
programme. The results of this research have the potential to 
change the whole adviser training approach”
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These examples show the wide range of different types of impacts 
and evidence that can be used in case studies. They also show 
how differently impact is evidenced in different disciplines. You 
can read thousands more in detail at: http://impact.ref.ac.uk. It is 
worth dipping into this database. Browse through case studies in 
your subject area or search for keywords you are working on if you 
want some inspiration. Read through the descriptions of impact to 
get new ideas about types of evidence you could collect and use 
to communicate your own impacts. If you are interested in how to 
write a high-scoring case study for the next Research Excellence 
Framework, I have written a guide in Part 4.


